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Some important definitions related to probability: 

 

1. Experiment: An experiment is an act that can be repeated under certain conditions. 

Experiment is a way through which certainty of occurring an event can be measured. By 

conducting an experiment it is possible to predict how an event can be happened in the future, 

which is one of the main of Statistics. Example: Throwing an unbiased coin and throwing a 

symmetrical dice.  

2. Trial: Any particular performance of a random experiment is called trial. Each trial results 

in one or more outcomes. Example: In the experiment of tossing four coins, we may consider 

tossing each coin as a trial and therefore say that there are 4 trials in the experiments. 

3. Outcome: The results of an experiment are known as outcomes. Example: If we tossed an 

unbiased coin 1 time then the possible results are two. i.e., Head and tail. 

4. Sample space: A sample space of an experiment is a set or collection of all possible 

outcomes of the same experiment and usually denoted by the symbol  or S. Example: a) if 

we roll a six-sided dice then the sample space is S = {1,2,3,4,5,6} and b) If we toss a coin the 

sample space is S = {H, T} 

5. Event: A set of possible outcomes of a random experiment is called event. An event is a 

subset of the sample space and is usually denoted by capital letters A, B, X, Y, Z etc. 

Example: When a dice is thrown, we might be interested in an event A that the outcomes will 

be odd number. This may happen if the outcome is an element of the subset A = {1, 3, 5}. 

6. Sure event: An event whose occurrence is inevitable when a random experiment is 

performed is called a sure event. The probability of sure event is 1. Example: When a dice is 

thrown, the chance of getting any number 1 to 6 is a sure event. 

Probability Basics rules 
 

1. Probability is defined as a number between 0 and 1 representing the likelihood of an event 

happening. A probability of 0 indicates no chance of that event occurring (impossible event), 

while a probability of 1 means the event will must occur (sure event). If you're working on a 

probability problem and come up with a negative answer, or an answer greater than 1, you've 

made a mistake! Go back and check your work. 

2. The sum of the individual probabilities of single events under a sample space must be 1 i.e. 

the sum of the probabilities of all outcomes must equal to 1. 

 

 

 

 



Probability of a Single Event 
 

If you roll a six-sided die, there are six possible outcomes, and each of these outcomes is equally 

likely. A six is as likely to come up as a three, and likewise for the other four sides of the die. 

What, then, is the probability that a one will come up? Since there are six possible outcomes, the 

probability is 1/6. What is the probability that either a one or a six will come up? The two 

outcomes about which we are concerned (a one or a six coming up) are called favorable 

outcomes. Given that all outcomes are equally likely, we can compute the probability of a one or 

a six using the formula: 

 

 
 

In this case there are two favorable outcomes and six possible outcomes. So the probability of 

throwing either a one or six is 1/3. Don't be misled by our use of the term "favorable," by the 

way. You should understand it in the sense of "favorable to the event in question happening." 

That event might not be favorable to your well-being. You might be betting on a three, for 

example. The above formula applies to many games of chance.  

 

Example 1: What is the probability that a card drawn at random from a deck of playing cards 

will be an ace? Since the deck has four aces, there are four favorable outcomes; since the deck 

has 52 cards, there are 52 possible outcomes. The probability is therefore 4/52 = 1/13. What 

about the probability that the card will be a club? Since there are 13 clubs, the probability is 

13/52 = 1/4.  

 

Example 2: Let's say you have a bag with 20 cherries: 14 sweet and 6 sour. If you pick a cherry 

at random, what is the probability that it will be sweet? There are 20 possible cherries that could 

be picked, so the number of possible outcomes is 20. Of these 20 possible outcomes, 14 are 

favorable (sweet), so the probability that the cherry will be sweet is 14/20 = 7/10. There is one 

potential complication to this example, however. It must be assumed that the probability of 

picking any of the cherries is the same as the probability of picking any other. This wouldn't be 

true if (let us imagine) the sweet cherries are smaller than the sour ones. (The sour cherries 

would come to hand more readily when you sampled from the bag.) Let us keep in mind, 

therefore, that when we assess probabilities in terms of the ratio of favorable to all potential 

cases, we rely heavily on the assumption of equal probability for all outcomes. 

 

Example 3: Here is a more complex example. You throw 2 dice. What is the probability that the 

sum of the two dice will be 6? To solve this problem, list all the possible outcomes. There are 36 

of them since each die can come up one of six ways. The 36 possibilities are shown below. 
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Die 1  Die 2  Total  

1 1 2 3 1 4 5 1 6 

1 2 3 3 2 5 5 2 7 

1 3 4 3 3 6 5 3 8 

1 4 5 3 4 7 5 4 9 

1 5 6 3 5 8 5 5 10 

1 6 7 3 6 9 5 6 11 

2 1 3 4 1 5 6 1 7 

2 2 4 4 2 6 6 2 8 

2 3 5 4 3 7 6 3 9 

2 4 6 4 4 8 6 4 10 

2 5 7 4 5 9 6 5 11 

2 6 8 4 6 10 6 6 12 

 

You can see that 5 of the 36 possibilities total 6. Therefore, the probability is 5/36. 

If you know the probability of an event occurring, it is easy to compute the probability that the 

event does not occur. If P(A) is the probability of Event A, then 1- P(A) is the probability that 

the event does not occur. For the last example, the probability that the total is 6 is 5/36. 

Therefore, the probability that the total is not 6 is 1 - 5/36 = 31/36. 

 

Probability of two (or more) events 

                                               

 

 

Events A and B are independent events if the probability of Event B occurring is the same 

whether or not Event A occurs. Let's take a simple example. A fair coin is tossed two times. The 

Additive rules 

Mutually exclusive 

Non-mutually exclusive 

Multiplicative rules 

For independent 

For dependent 



probability that a head comes up on the second toss is 1/2 regardless of whether or not a head 

came up on the first toss. The two events are (1) first toss is a head and (2) second toss is a head. 

So these events are independent. Consider the two events (1) "It will rain tomorrow in Houston" 

and (2) "It will rain tomorrow in Galveston" (a city near Houston). These events are not 

independent because it is more likely that it will rain in Galveston on days it rains in Houston 

than on days it does not.  

 

Multiplicative 

(1) Probability of A and B (Both Independent) 

When two events are independent, the probability of both occurring is the product of the 

probabilities of the individual events. More formally, if events A and B are independent, then the 

probability of both A and B occurring is:  

P(A and B) or P(A B) = P(A) × P(B) 

where P(A and B) is the probability of events A and B both occurring, P(A) is the probability of 

event A occurring, and P(B) is the probability of event B occurring.  

Example 4: If you flip a coin twice, what is the probability that it will come up heads both times? 

Event A is that the coin comes up heads on the first flip and Event B is that the coin comes up 

heads on the second flip. Since both P(A) and P(B) equal 1/2, the probability that both events 

occur is 

1/2 × 1/2 = 1/4. 

Example 5: If you flip a coin and roll a six-sided die, what is the probability that the coin comes 

up heads and the die comes up 1? Since the two events are independent, the probability is simply 

the probability of a head (which is 1/2) times the probability of the die coming up 1 (which is 

1/6). Therefore, the probability of both events occurring is 1/2 × 1/6 = 1/12. 

 

Example 6: You draw a card from a deck of cards, put it back, and then draw another card. What 

is the probability that the first card is a heart and the second card is black? Since there are 52 

cards in a deck and 13 of them are hearts, the probability that the first card is a heart is 13/52 = 

1/4. Since there are 26 black cards in the deck, the probability that the second card is black is 

26/52 = 1/2. The probability of both events occurring is therefore 1/4 × 1/2 = 1/8. 

 

(2) Conditional Probabilities (Probability of A and B (Dependent)) 

Often it is required to compute the probability of an event given that another event has occurred. 

For example, what is the probability that two cards drawn at random from a deck of playing 

cards will both be aces? It might seem that you could use the formula for the probability of two 



independent events and simply multiply 4/52 × 4/52 = 1/169. This would be incorrect, however, 

because the two events are not independent. If the first card drawn is an ace, then the probability 

that the second card is also an ace would be lower because there would only be three aces left in 

the deck. 

Once the first card chosen is an ace, the probability that the second card chosen is also an ace is 

called the conditional probability of drawing an ace. In this case, the "condition" is that the first 

card is an ace. Symbolically, we write this as: 

 

P(ace on second draw | an ace on the first draw) 

or 

P(B|A) 

 

The vertical bar "|" is read as "given," so the above expression is short for: "The probability that 

an ace is drawn on the second draw given that an ace was drawn on the first draw." What is this 

probability? Since after an ace is drawn on the first draw, there are 3 aces out of 51 total cards 

left. This means that the probability that one of these aces will be drawn is 3/51 = 1/17. 

 

If Events A and B are not independent, then P(A  B) = P(A) × P(B|A). 

 

Applying this to the problem of two aces, the probability of drawing two aces from a deck is 

4/52 × 3/51 = 1/221.  

 

Example 7: If you draw two cards from a deck, what is the probability that you will get the Ace 

of Diamonds and a black card? There are two ways you can satisfy this condition: (a) You can 

get the Ace of Diamonds first and then a black card or (b) you can get a black card first and then 

the Ace of Diamonds.  

Let's calculate Case A. The probability that the first card is the Ace of Diamonds is 1/52. The 

probability that the second card is black given that the first card is the Ace of Diamonds is 26/51 

because 26 of the remaining 51 cards are black.  

The probability is therefore 1/52 × 26/51 = 1/102.  

Now for Case B: the probability that the first card is black is 26/52 = 1/2. The probability that the 

second card is the Ace of Diamonds given that the first card is black is 1/51.  

The probability of Case B is therefore 1/2 × 1/51 = 1/102, the same as the probability of Case A. 

Recall that the probability of A or B is P(A) + P(B) - P(A  B). In this problem, P(A  B) = 0 

since a card cannot be the Ace of Diamonds and be a black card. Therefore, the probability of 

Case A or Case B is 1/102 + 1/102 = 2/102 = 1/51. So, 1/51 is the probability that you will get 

the Ace of Diamonds and a black card when drawing two cards from a deck. 

 

 



Additive 

(1) Probability of A or B (Non-mutually exclusive events) 

If Event A or B is independent, the probability that either Event A or Event B occurs is: 

 

P(A or B) or P(A  B) = P(A) + P(B) - P(A  B) 

 

We can say "A or B occurs" we include three possibilities:  

 

1. A occurs and B does not occur or A  B  

2. B occurs and A does not occur or A   B  

3. Both A and B occur or A  B 

 

This use of the word "or" is technically called inclusive or because it includes the case in which 

both A and B occur. If we included only the first two cases, then we would be using an exclusive 

or. 

 

Example 8: If you flip a coin two times, what is the probability that you will get a head on the 

first flip or a head on the second flip (or both)? Letting Event A be a head on the first flip and 

Event B be a head on the second flip, then P(A) = 1/2, P(B) = 1/2, and P(A  B) = 1/4. 

Therefore, 

P(A  B) = 1/2 + 1/2 - 1/4 = 3/4. 

 

If you throw a six-sided die and then flip a coin, what is the probability that you will get either a 

6 on the die or a head on the coin flip (or both)? Using the formula, 

 

P(6  head) = P(6) + P(head) - P(6  head) 

                     = (1/6) + (1/2) - (1/6)(1/2) 

                       = 7/12 

 

An alternate approach to computing this value is to start by computing the probability of not 

getting either a 6 or a head. Then subtract this value from 1 to compute the probability of getting 

a 6 or a head. Although this is a complicated method, it has the advantage of being applicable to 

problems with more than two events. Here is the calculation in the present case.  

The probability of not getting either a 6 or a head can be recast as the  

probability of (not getting a 6) AND (not getting a head) or P(6  head) 

 

This follows because if you did not get a 6 and you did not get a head, then you did not get a 6 or 

a head. The probability of not getting a six is 1 - 1/6 = 5/6. The probability of not getting a head 

is 1 - 1/2 = 1/2. The probability of not getting a six and not getting a head is 5/6 × 1/2 = 5/12. 



This is therefore the probability of not getting a 6 or a head. The probability of getting a six or a 

head is therefore (once again) 1 - 5/12 = 7/12. 

 

Example 9: If you throw a die three times, what is the probability that one or more of your 

throws will come up with a 1? That is, what is the probability of getting a 1 on the first throw OR 

a 1 on the second throw OR a 1 on the third throw? The easiest way to approach this problem is 

to compute the probability of  

1. NOT getting a 1 on the first throw 

2. AND not getting a 1 on the second throw 

3. AND not getting a 1 on the third throw.  

 

The answer will be 1 minus this probability. The probability of not getting a 1 on any of the three 

throws is 5/6 × 5/6 × 5/6 = 125/216. Therefore, the probability of getting a 1 on at least one of 

the throws is 1 - 125/216 = 91/216. 

 

(2) Probability of A or B (Mutually exclusive events) 

 

If Event A or B is mutually exclusive event, the probability that either Event A or Event B 

occurs is: 

 

P(A or B) or P(A  B) = P(A) + P(B)                        

As there is no common probability of happening A and B together that is P(A  B)=0. 

 

 

 


